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Abstract 

Simulation of the fluid flow in a present basin of 

a wet chemical plant gains a deeper understand-

ing of the processes in the basin. The process 

solution is circulated by a pump from the supply 

pipe, through a perforated plate, along a carrier 

and over an overflow collar back to the supply 

pipe. For the described system a simulation pro-

cedure had to be found. The most important 

approximations for the simulation were: (1) The 

separation of the model into supply pipe and a 

process basin and (2) the replacement of the 

perforated plate by the Screen feature. It was 

shown that the simulation could be separated 

into two study steps. The relative difference of 

the velocity magnitude of the one and two steps 

simulation was 2% relatively. The fluid flow in 

the basin was validated by measurements with 

an acoustic digital flow meter. The validation 

was carried out, with the best consensus found in 

the middle of the basin with an experimental 

velocity of 20±4 mm/s and a simulated velocity 

of 19±3 mm/s. A reduction of the velocity of 

87% was shown, due to the perforated plate. The 

Screen feature cannot be used without further 

adjustments on the solidity σS and the refractive 

index η.  

Keywords: Computational fluid dynamic, Single-

phase flow, κ-ε Turbulence model, Algebraic yPlus 

model, Screen feature.  

1. Introduction 

Silicon solar cells are produced in a series of 

different process steps in which wet-chemical 

etching and rinsing steps have a considerable 

influence on the quality of the wafers [1]. Etch-

ing baths are used for surface structuring or in-

tended etch back. Examples therefore are textur-

ing [2], cleaning and conditioning [3], or etch 

back of the front emitter to improve electrical 

properties of the solar cell [4,5]. The require-

ments for optimal flow conditions over each 

individual wafer surface are very high, since 

different etching rates can result from an uneven 

flow [6]. In order to increase the throughput in 

the industrial production of solar cells, wafers 

are processed in parallel batch processes in 

which two carriers with 100 wafers are dipped in 

a circulated process bath. Batch-type processes 

have been studied in several publications, the 

mass transfer and the kinetic effects [7], as well 

as the water motion [8,9]. For this study the flow 

in a basin should be simulated from the supply 

pipe to the overflow collar, by use of flow simu-

lations. The aim was to use the obtained flow 

conditions for (1) a deeper understanding of the 

processes in the basin, (2) optimizing the basin 

or pipe geometry for the future and (3) to use the 

obtained flow conditions to investigate flow-

induced etching patterns. Therefore the most 

important approximations, the separation of the 

model in the supply pipe and the process basin, 

as well as the replacement of the perforated plate 

by the Screen function were investigated. The 

approximations reduce computing time in later 

variations of geometry, or parameter, such as 

temperature, flow rate, number of wafers or 

changes in geometry.  

2. Experimental Set-up 

2.1. Basin structure  

 

Figure 1: Scheme of the basin, with overflow collars, 

wafers, carriers, perforated plate, supply pipes and one of 

two symmetry axes. 
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In the basin, on which the study is focused on 

the process solution is circulated by a pump, 

which transports the solution into two supply 

pipes, through a perforated plate, along two car-

riers and over the overflow collars back to the 

pump (Figure 1). The basin is symmetrical; 

hence one of two symmetry-axes is located be-

tween the two carriers and the two supply pipes. 

The second symmetry-axe is located in the mid-

dle of the carrier and supply pipe (Figure 2). 

 

Figure 2: Side view of the basin, with overflow collar, 

carrier, wafer, perforated plate, supply pipe and one of two 

symmetry axes. The 60 outlets of the supply pipe are 

named from a1 till o4.  

The basin contains several disturbances, with 

partial high scale differences, e.g. the radius of 

the holes in the perforated plate (3 mm) and the 

wafers, with a thickness of 180 µm, in the carri-

er show large scale differences compared to the 

entire basin (Figure 2). These fittings make the 

simulation complicate, even if only a quarter of 

the basin, divided by the two symmetry axes is 

used (Figure 1 and Figure 2). Therefore the ba-

sin was divided in smaller models: supply pipe, 

basin without the fittings (perforated plate, carri-

er, wafers) and a section of the basin with perfo-

rated plate. For all studies the Computational 

Fluid Dynamics (CFD) Module of COMSOL 

Multiphysic 5.21 was used. To keep the model 

simple, the simulations were carried out, using 

water instead of the chemical mixture as initial 

material. For all simulations an inlet velocity of 

the supply pipe of u0 = 0.4642 m/s is assumed, 

resulting from the volume flow of the pump 

relative to the inlet of the supply pipe. 

2.2. Supply pipe simulation 

First, a three-dimensional model according to 

the symmetry of the supply pipe was created. 

The inlet is located on the bottom of the pipe, 

the surface next to the inlet is set to symmetry 

condition u · n = 0, where u is the velocity field 

and n is the normal vector. When the symmetry 

edge is chosen, it is assumed that the wall ex-

tends indefinitely, there is no penetration condi-

tion, and the velocity is not set to zero [10] as it 

is the case, when the normal wall application is 

chosen. On the 60 outlets of the pipe, the pres-

sure boundary condition is assumed to be 

p0 = 0 Pa, so that the pressure depends on the 

reference pressure, which is defined as 

101325 Pa. Since the basin is used during a pro-

cess with a constant circulation rate, a stationary, 

rather than a transient study is used. To deter-

mine a physical model, the dimensionless Reyn-

olds number Re of the inner tube flow with the 

inlet diameter d, is calculated, which gives in-

formation about the flow type (Eq. 1 and 2), 

 Recrit=
u𝟎∙d

𝝂
 (1)

 u0=
�̇�

A
= 

�̇�

d𝟐∙
𝝅

𝟒

  (2) 

with inlet velocity u0, kinematic viscosity ν, 

volume flow ⩒ and area A. The characteristic 

number at which the transition from the laminar 

to the turbulent flow takes place is referred to 

critical Reynolds number Recrit. In the literature, 

Recrit = 2320 is reported as the number, where at 

Re > Recrit a laminar flow changes to a turbulent 

flow [11]. With an inlet velocity of 

u0 = 0.4642 m/s Re = 18600 the flow is calcu-

lated as turbulent and the κ-ε turbulence model 

was used for the supply pipe simulation. 

2.3. Basin without fittings simulation  

Our second simulation focused on the flow con-

ditions in the basin, without the perforated plate, 

the carrier and the wafers. At the outlet of the 

basin, the pressure was assumed to be p0 = 0 Pa. 

The previous described two symmetries are cho-

sen, according to Figure 1 and Figure 2. In order 

to save computing capacity and time, instead of 

using a two-phase fluid (air-water), a single-

phase flow is calculated and the upper wall is 

selected as a slip condition. It is implicitly as-

sumed that there are no viscous effects on the 

sliding wall and thus no boundary layer is 

formed [12]. Since the height at which the perfo-

rated plate is located is of interest for later simu-

lations, a work plane is inserted into the model 

for a simplified evaluation. In addition, a finer 
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mesh compared to the rest of the basin can be set 

there, whereby the variables can be resolved 

more precisely. Since the fluid flows from a 

small flow area into a large flow area (scale 

1:80), a simple turbulence model, the algebraic 

yPlus interface at steady-state was used. In order 

to save computational time, the results at the 

outputs of the already simulated supply pipe 

were used as input parameters for the second 

study, the flow into the basin. This procedure is 

appropriate in the case of later changes in the 

geometry, for example in case of a change in the 

overflow collar or in the perforated plate. It was 

previously investigated whether this one-way 

coupling is suitable, since the outflow behavior 

in the case of untreated outlets as a free jet dif-

fers to sudden pipe extensions. Therefore the 

first simulation was carried out in a two steps 

study, where the first study step was the previ-

ous described simulation of the supply pipe. In 

the second step the results on the outlet of the 

supply pipe are used as initial value and the ba-

sin was simulated until the overflow collar. In 

the second simulation, the one step study, the 

flow from the inlet of the pipe until the overflow 

collar was carried out. In order to compare the 

two studies, the difference between the one step 

and two step study was calculated on the work 

plane. 

2.4. Validation of basin without fittings  

The result of the second study was validated, 

using an acoustic digital flow meter for highly 

accurate point velocity measurement (OTT ADC 

sensor, Figure 3). 

 

Figure 3: Top view of the basin with OTT ADC sensor, 

measuring tape, support rod, supply pipe and heating coil, 

as well as an axis orientation. 

The carrier and perforated plate were removed 

for the experiment, only the heating rods re-

mained in the test stand. Two measuring tapes 

and a support rod with markings were attached 

to the basin in order to position the sensor pre-

cisely. The measuring principle is based on the 

transmission of two short ultrasonic pulses, 

which are reflected on any particles in the water 

[13]. The phase shift of the two signals is calcu-

lated and converted into a velocity measurement. 

The measuring range of the OTT ADC sensor is 

between -0.2 m/s and 2.4 m/s. The accuracy is 

± 1 % of the measured value at a resolution of 

0.001 m/s. The standard measurement surface of 

the sensor is used to measure flow velocities in 

open channels, for the experiment the internal 

quality control setting was used. This allows the 

velocity to be recorded in the x-direction as well 

as the correlation of determination and the sig-

nal-to-noise (SNR) behavior. If no velocity of 

the particles is detected, neither the SNR ratio 

nor the correlation is correct and the value is not 

included in the evaluation. According to the 

OTT ADC specification, the measuring volume 

is 10 cm in front of the ultrasonic sensors, with a 

diameter of 1 cm per ultrasonic beam and a 

length of 5 cm. With a position of the sensor of 

5 cm under the water surface, the exact meas-

ured point velocity in the basin 15 cm below the 

water surface can be measured. These results 

were compared with the previous simulation, 

therefore a plane of the velocity profile and lines 

according to the x and y coordinate with a thick-

ness of 30 mm were derived from the simulation 

results. To get an overview of the fluid flow in 

the basin, 12 experimental points, three along 

the x-axis and four along the y-axis (Figure 3) 

were measured two times. Recording the veloci-

ty profile along the y-axis of the basin, three 

lines along the y-axis of Figure 3 were run twice 

within each case in 10 mm steps. The sensor was 

being held in position for 5 to 10 s. 

2.5. Simulation of a section of the basin 

with perforated plate 

The third simulation was focused on the effect 

of the perforated plate. To simplify the simula-

tion approach, a section of the basin with a 

width of 81 mm was set up (Figure 4).  
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Figure 4: 81 mm section of the basin, with the perforated 

plate (left) and the Screen function (right). 

The results of chapter 2.2 were used, to set the 

inlet velocity on the 20 outlets of the pipe, e1 to 

i4 (Figure 2). The κ-ε turbulence model was 

applied, since it was assumed, that turbulences 

below and directly above the perforated plate 

arise. Three out of the four side walls were set to 

symmetry elements. This is a strong simplifica-

tion, since the inlet pipe is not symmetrical in 

the two x-directions. The simulation was con-

verged by using a transient study with a step-

function. The results of the perforated plate sim-

ulation (SimPP) are compared to the simulation, 

using the Screen feature, to investigate, whether 

the thickness of the plate has an effect on the 

flow at the location where the lower edges of the 

wafers are located. A work plane is added on 

this z-coordinate. On the interior screen wall the 

screen resistance K was set to “Perforated plate”, 

the refraction coefficients η was set to η = 0.8, 

which was received from the simulation of the 

basin with perforated plate. Due to calculating 

the ratio between the cutting angle of the aver-

aged vector with the entry plane of the perforat-

ed plane and the cutting angle of the averaged 

vector with the exit plane of the perforated 

plane. Two solidities σs (ratio of blocked to total 

area) are compared. Since, a hole of the plate 

tapers conically and diverges again in 

z-direction. So that σs1 = 0.681 (SimS1), refers to 

a perforated plate with d1 = 6 mm holes and 

σs2 = 0.438 (SimS1) refers to a perforated plate 

with d2 = 5 mm holes. This model was con-

verged, using a transient study with a step func-

tion. The mean pressure p and velocity magni-

tude U, on the work plane and 10 mm under the 

perforated plate/interior wall (Figure 4) were 

compared.  

3. Results and Discussion  

3.1. Supply pipe  

Since it can be considered that a homogeneous 

outflow from the supply pipe can ensure a ho-

mogeneous flow in the basin, the volume flow ⩒ 

out of the supply pipe was obtained by simula-

tion. Therefore ⩒ was plotted, labeled with the 

number of the outlet from Figure 2, in relation to 

the position at the supply pipe (Figure 5). 

 

Figure 5: Volume flow ⩒ of each outlet of the supply pipe 

in relation to the position with numbers of the outlets.  

The mean volume flow of all outlets (n = 60) is 

⩒ = 4.4·10
-6

 ± 0.10·10
-6

 m
3
/s (mean ± standard 

deviation). A higher volumetric flow was gener-

ated at the lower outlets in comparison to the 

upper outlets of the supply pipe. The highest 

difference of ⩒ = 0.081·10
-6 

m
3
/s was found in 

row g, between g1 and g4. The lowest range was 

found in row c with ⩒ = 0.136·10
-6

 m
3
/s. A low-

er volumetric flow was produced at the first 

outlets (a-c) of the supply pipe (Figure 5). Due 

to the undisturbed inflow into the supply pipe 

(z-direction), turbulence was formed on the 90° 

deflection (Figure 6).  

 

Figure 6: Velocity magnitude of the supply pipe UPipe with 

nomenclature of the outlets.  

3.2. Basin without fittings 
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In order to compare the one-way coupling of the 

simulation procedure, the difference between the 

one step study and the two step study was calcu-

lated on the work plane. The mean velocity 

magnitude U and the mean velocity in 

z-direction uz, on the work plane, from the one 

and the two step study reveal at 2% and 7% 

difference, based on the mean value of study 1 

and 2 (Table 1)  

Table 1: Mean velocity magnitude U and mean velocity in 

z-direction uz on the work plane for study 1 and 2, as well 

as the differences.  

Study U (m/s) uz (m/s) 

1. One step 7.75·10-3 1.84·10-3 

2. Two step 7.93·10-3 1.98·10-3 

Difference 2-1 -0.18·10-3 -0.14·10-3 

Relative difference 2% 7% 

 

The difference of 7% was acceptable to verify 

the two step simulation. If the flow profile on 

the wafer is examined, further improvements, 

such as grid refinement, should follow. The re-

sults of the two step study of the entire basin are 

shown in Figure 7. 

 
Figure 7: Two step study result of the velocity magnitude 

of the supply pipe Upipe, the velocity in z-direction uz at a 

lower and upper work plane and the streamlines. 

It can be observed that turbulence develops 

around the supply pipe. The fluid flows from the 

outlets of the supply pipe, into the center of the 

basin, from there upwards in the direction of the 

overflow collars. One part of the fluid flows 

through the outlets of the overflow collars, the 

other part along the wall towards the center of 

the basin, so that, as can be seen on the lower 

work plane in turquoise, an area of less flow is 

formed. In particular, the blue and red areas on 

the upper work plane are of interest. In the cen-

ter, along the x-axis, the main flow was located. 

At this position the two flows meet from the two 

supply pipes, before they flows back to the edge 

of the basin due to the lateral basin outlet. This 

is indicated by the blue region and the negative 

flow of the z component.  

3.3. Validation of the basin without fit-

tings 

In order to identify interesting measuring points 

in the basin, the simulated velocities in 

z-direction, 15 cm below the water surface were 

plotted (Figure 8).  

 

Figure 8: Velocity field in z-direction uz, at a work plane 

15 cm under the water surface and measuring points A1 to 

G6. 

Based on this simulation, the seven regions 

along the y-axis (A-G) and the six regions along 

the x-axis (1-6) were chosen. In the validation 

experiment every second point (A1, C1, E1, G1, 

B2, etc.), the intersection of the regions, was 

measured with two repeats. The mean velocity 

in z-direction of the experimental u z Exp, simu-

lated u z Sim and the absolute value of the differ-

ence |u z Exp - u z Sim| are shown in Table 2. 

Table 2: Mean velocity in z direction of the experiment 

u z Exp  (nExp = 6) and the simulation u z Sim (n ≈ 150) for the 

measuring points A2 to G6 and the absolute value of differ-

ence between the experiment and the simulation  

|u z Exp - u z Sim|. 

Line 
u z Exp 

(mm/s) 

u z Sim 

(mm/s) 

|u z Exp-u z Sim| 

(mm/s) 

A(2,4,6) -16±02 -11±01 5 

B(1,3,5) -12±03 1±05 13 

C(2,4,6) 20±04 19±03 1 

D(1,3,5) 27±09 20±03 7 

E(2,4,6) 24±05 19±03 5 

F(1,3,5) 2±13 1±05 1 

G(2,4,6) -16±03 -11±01 5 
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Since only a quarter of the basin was simulated 

and the results were mirrored along the x and y 

axes, the simulation results along the x coordi-

nate are symmetrical (Figure 9). The simulation 

results at A/G, B/F, and C/E are identical, due to 

the mirroring along the y-axis, for which reason 

only the four simulation series are shown (A/G, 

B/F, C/E, D, Figure 9). 

 

Figure 9: Experimental (closed symbols) and simulated 

(open symbols) velocity in z-direction uz versus the meas-

uring points along the x coordinate for different y coordi-

nates (A-G). 

Near the edge of the basin B/F, the simulated 

velocities varied little since the standard devia-

tion along this line was high SDSimB/F = 5 mm/s 

(n = 1779), turquoise in Figure 8. This was 

mainly because the flow was directly opposed to 

the main flow (Figure 8, red area D). There was 

the area in which flow vortices are expected to 

develop (Figure 7). In the middle of the basin, a 

main stream was formed with 20 mm/s (Sim C/E 

and D); the two streams generated from the in-

flow pipes met and flowed towards the edge, and 

towards the overflow collars. A lower deviation 

of the velocities is in this range near to the mid-

dle of the basin, SDSimC/E, D = 3 mm/s, where the 

two streams converged and were directed up-

wards. Possible vortices in Sim D, due to the 

interference of the streams, were not considered 

due to the simulation setup. The results of the 

simulated and experimental data verified the 

flow directions. With the OTT flow sensor, the 

simulated positive and negative z-velocities 

shown in Figure 8 were detected and measured 

(Figure 9). The symmetry within the basin could 

be recognized in the measured z-velocities, see 

Exp A and Exp G. The measured velocity 

Exp D(2,4,6) = 27 ± 9 mm/s shows a higher ve-

locity, than the simulated velocities at 

Sim D (2,4,6) = 20 ± 3 mm/s. Due to the higher 

velocities in the middle of the basin it was ex-

pected that the flow at the edge of the basin 

Exp A(2,4,6) = -16 ± 2 mm/ and 

G(2,4,6) = -16 ± 3 mm/s was in the higher negative 

range than the simulated velocities 

Exp A/G(2,4,6,) = -11 ± 1 mm/s. The open sym-

bols in Figure 10 show the results of the simula-

tion at line 3 depending on the y-coordinate 

(A-G).  

 
Figure 10: Experimental (closed Symbols) and simulated 

(open Symbols) velocity in z-direction uz, for line 3 includ-

ed the curve fittings of 4th order with R2 = 0.86. 

The experimental results measured twice of 

line 3 are compared with the simulation. For the 

experimental data, the 4
th
 order polynomial fit 

was conducted. The initial and final point of the 

simulation could not be validated because the 

sensor head did not allow a measurement in 

direct proximity to the wall due to the geometry. 

The flow profile along the y-coordinate was 

confirmed by the experiment. The negative ve-

locities could be validated and the maxima of 

the curve fittings of the measured velocities 

were close to the maximum of the simulated 

velocities: MaxFit Log1 = 35 mm/s, 

MaxFit Log2 = 32 mm/s and MaxSim = 31 mm/s. 

3.4. Section of the basin with fittings 

The simulation of the perforated plate was per-

formed for a time of 350 s, since it is assumed 

that the bath is circulated at least once in this 

period. The studies SimS1 and SimS2 with the 

Screen feature replacing the perforated plate 

could not be finalized within the set time frame, 
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possibly due to the set variables σS and η. There-

fore, the results were compared at a shorter, 

converged time step, at 25 s (Table 3). Due to 

the perforated plate the velocity magnitude U 

decreased for 87% from below to above the 

perforated plate for SimPP. The simulation with 

the Screen feature (SimS1, SimS2) calculated 

approximately 33% of the velocity magnitude  

Ubelow with the perforated plate. Under the perfo-

rated plate the pressure is compared to the above 

approximately 1 Pa higher for SimPP. Almost no 

difference is observed for the simulation with 

the Screen feature. Due to these results a further 

adjustment on the solidity σS and refraction co-

efficient η is needed, to replace the perforated 

plate by the Screen feature.  

Table 3: Velocity magnitude U and pressure p on a work 

plane 10 mm below and above the perforated plate/interior 

wall for the simulation with a perforated plate (SimPP), and 

interior wall with Screen feature with two different solidi-

ties (SimS1,2), at the time of 25 s.  

Simu-

lation 

Ubelow 

(mm/s) 

Uabove 

(mm/s) 

pbelow 

(Pa) 

pabove 

(Pa) 

SimPP 37.1 4.8 45.93 45.06 

SimS1 12.1 8.1 16.98 16.99 

SimS2 12.5 8.7 16.97 16.96 

4. Conclusion  

The most important approximations of the pro-

cedure to simulate an actual basin were studied. 

The separation of the model could be done in a 

two steps study with a relative difference of 2% 

compared to a one step study. The fluid flow in 

the basin was validated, with the best consensus 

found in the middle of the basin with an experi-

mental velocity of 20 ± 4 mm/s and a simulated 

velocity of 19 ± 3 mm/s. First simulations to 

replace the perforated plate by the Screen feature 

showed that the Screen feature cannot be used 

without further adjustments on the solidity σS 

and the refractive index η. 
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