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Abstract: This work presents the application of mathematical methods of model order reduction (MOR) for automatic generation of highly accurate, compact models for wireless power transfer (WPT) systems. A block two-sided Second Order Arnoldi (SOAR) algorithm was implemented to automatically compute a compact model, which is highly accurate, but demands several orders of magnitude smaller CPU time. Thus, it can be used for the co-simulation of the WPT setup with electrical circuitry.
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1. Introduction

Nowadays, a new technological trend towards Wireless Power Transfer is driven by modern applications, such as medical implants, mobile devices, electrical vehicles, drones, and home appliances, which all profit of cable-free energy supply [1].

Available charging systems for electrical vehicles (EVs), which use cables to connect the vehicle to the grid, feature many disadvantages, such as dirtiness, broken cables and necessity to establish an electrical connecting also during rainy weather. The latter also impose safety risks. To overcome those issues several WPT charging solutions have been implemented as reported in [2] and [3].

Inductive power transfer [4] is one of the most widely used methods for WPT. It employs the principle of magnetic induction as used in a transformer, by taking advantage of the resonant coupling effect among coils of two resonant inductor-capacitor circuits (see Figure 1).

In 2007, an initial report [5] demonstrated efficient WPT over distances up to eight times the radius of the coil. An efficiency of approximately 40% was reached over distances of 2 m (see Figure 2).

Another experiment [6] considers aluminum plates located next to the resonant coils. The maximum efficiency larger than 94% was achieved over a distance of 60 cm, for a coil radius of 30 cm at a resonant frequency of 8.8 MHz (see Figure 3).
In 2014, a full recharging system was reported for EVs [7]. The system consisted of a pair of rectangular coils each attached to a ferrite layer, which magnetically shields the car (see Figure 4). Aluminum plates have been used as well, and it reaches a power efficiency of over 90%.

Our work aims at providing a system-level model of a WPT system for optimization of power transfer efficiency and tolerance analysis. In contrast to existing work [8] our contribution uses an accurate numerical model for the inductive component and enables time-efficient modeling by mathematical model order reduction.

2. WPT Circuit Analysis

The WPT system consists of two inductively coupled coils. One inductor is connected to a power source, which drives a sinusoidal current. The voltage induced in the second inductor is supplied to a resistive load, which dissipates the transferred power. Matching capacitors are connected in series with the inductors to compensate for their impedance at the operating frequency. In order to model and analyze such systems, traditionally equivalent circuits are used.

In Figure 5 a WPT an equivalent circuit is shown, with each coil being serially connected to a capacitor and a resistor. The latter represents the coil’s inner resistance. Mutual inductance is marked with $M$.

A further equivalent circuit, with the mutual inductance represented as an inductor between primary and secondary resonator, is shown in Figure 6.

The Kirchhoff’s voltage law equations for primary and secondary circuits can be formulated as:

$$\omega_p = \frac{1}{\sqrt{L_p C_p}}, \omega_s = \frac{1}{\sqrt{L_s C_s}}$$ (1)

From (2), the circuit input impedance can be defined as:

$$Z_p = R_p + j\omega L_p + 1/j\omega C_p$$

$$Z_s = R_s + j\omega L_s + 1/j\omega C_s$$ (2)
The reactance of the circuit becomes zero at resonance, and (3) yields a fourth degree polynomial with the following solutions (with \( R_L = R_p = R_s = 0 \)):

\[
\omega_{1,2,3,4} = \pm \sqrt{\frac{\omega_p^2 + \omega_s^2 \pm \sqrt{(\omega_p^2 + \omega_s^2)^2 - 4\omega_p^2\omega_s^2(1 - k^2)}}{2(1 - k^2)}} \quad (4)
\]

If the circuit is designed such that primary and secondary side are matched to \( \omega_p = \omega_s = \omega_0 \), only two solutions exist for (4):

\[
\omega_{1,2} = \frac{\omega_0}{\sqrt{1 \pm k}} \quad (5)
\]

The power transfer efficiency yields a maximum between \( \omega_1 \) and \( \omega_2 \) and since the coupling coefficient \( k \gg 0 \), \( \omega_1 \) and \( \omega_2 \) are shifted away from \( \omega_0 \). This phenomena is well known for coupled oscillators and is known as frequency splitting in the field of WPT.

In the following we will explain how this phenomena can be analyzed based on the more accurate numerical model of the coils.

3. Numerical Modelling

A 3D geometry (Figure 7) was built in COMSOL Multiphysics® following the specifications given in [9]. The design goal was to maximize the mutual inductance, while avoiding its sensitivity to winding misalignment.

\[ Z_{in} = \frac{V}{I_p} = \frac{Z_p(Z_s + R_L) + (\omega M)^2}{(Z_s + R_L)} \quad (3) \]

By using Ampere’s Law, the magnetic vector potential \( A \) is calculated, and consequently the electrical potential \( V \) can be derived.

\[
(j\omega - \omega^2\varepsilon_0)\hat{A} + \nabla \times \left( \frac{1}{\mu_0} \nabla \times A \right) \\
+ (j\omega\varepsilon_0 + \sigma)\nabla V = \bar{j}_e \quad (6)
\]

Spatial discretization of (6) via the finite element method (FEM) resulted in a model with 130,000 degrees of freedom (DOFs), i.e. second order ordinary differential equations of the form:

\[
M\ddot{x}(t) + E\dot{x}(t) + Kx(t) = Fu(t) \\
y = C_p\dot{x}(t) + C_x(x(t)) + Du(t) \quad (7)
\]

where \( M, E, K \in \mathbb{R}^{nxn}, F \in \mathbb{R}^{nxm}, C_p, C_x \in \mathbb{R}^{pxn}, D \in \mathbb{R}^{pxm}, u \in \mathbb{R}^n \) is the input vector, \( x \in \mathbb{R}^n \) is the state vector, and \( y \in \mathbb{R}^p \) is the output vector.

The system matrices in (7) can be extracted by using Livelnk™ for Matlab.

4. Model Order Reduction

The enormous computational effort for the solution of a full-scale model (7), prevents its co-simulation with an electrical circuitry and thus the efficient optimization of power transfer efficiency. Luckily, it turns out that model order reduction can yield a system of the same form as (7) but with only 20 DOFs, which is still highly accurate. It focuses on reducing the number of equations, while preserving the input-output behavior of the dynamical system. In the following, we explain how MOR works.

The model (7) can be rewritten as:

\[
\begin{bmatrix}
-K & 0 \\
M & -K
\end{bmatrix}
\begin{bmatrix}
\dot{z}(t) \\
\dot{\xi}(t)
\end{bmatrix}
= \begin{bmatrix}
0 & -K \\
E & -K
\end{bmatrix}
\begin{bmatrix}
z(t) \\
\dot{\xi}(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
F
\end{bmatrix} u(t) \\
\end{bmatrix}
\]

\[
y(t) = \begin{bmatrix}
C_p & C_x
\end{bmatrix}
\begin{bmatrix}
z(t) \\
\dot{z}(t)
\end{bmatrix}
+ Du(t) \quad (8)
\]

where the new matrices constitute a new transformed first-order system of the form:

\[
E\dot{x}(t) = Ax(t) + Bu(t) \\
y(t) = Cx(t) + Du(t) \quad (9)
\]
By means of Laplace transform, the transfer function of (9) reads:

\[ H(s) = C(A^{-1}Es - I)^{-1}A^{-1}B + D \]  

(10)

\[ H(s) \] can be developed into Taylor series and its coefficients are known as moments of the transfer function and are defined as:

\[ M_i = C(A^{-1}E)^iA^{-1}B, \quad i = 0,1, \ldots \]  

(11)

These moments are vectors or matrices, which belong to the Krylov subspaces, defined as:

\[ \mathcal{K}_r = \text{span}\{A^{-1}B, \ldots, (A^{-1}E)^{n-1}A^{-1}B\} \]

\[ \mathcal{K}_i = \text{span}\{A^{-T}C^T, \ldots, (A^{-T}E^T)^{n-1}A^{-T}C^T\} \]  

(12)

\[ \mathcal{K}_r \] is called the right/input-sided Krylov subspace and \[ \mathcal{K}_i \] the left/output-sided Krylov subspace of order \( n \).

MOR aims on finding a reduced system, whose first \( k \) moments will match the first \( k \) moments of the original system. This can be achieved by forming one or both Krylov subspaces of order \( k \).

4.1. Reduction by Projection

By using matrices \( V, W \in \mathbb{R}^{n \times k} \), a reduced model of order \( k \ll n \) can be obtained for the original dynamical system of order \( n \), as schematically represented in Figure 8.

![Figure 8. Order reduction of the first-order ordinary differential equation system (9).](image)

If the columns of matrix \( V \) form the basis of the input-sided Krylov subspace and the columns of matrix \( W \) the basis of the output-sided Krylov subspace, the method is known as two-sided Krylov method.

On the other hand side, one can use only one basis (of \( \mathcal{K}_r \) or of \( \mathcal{K}_i \)) and set \( V = W \) for the projection. Then the method is known as the input-one-sided or the output-one-sided Krylov method.

4.2 Arnoldi Process

The Arnoldi process is one of the most popular algorithms to find an orthonormal basis for the input or output Krylov subspace and compute the matrices \( V \) or \( W \) respectively.

It is based on modified Gram-Schmidt orthogonalization as follows. Consider for example the Krylov subspace \( \mathcal{K}_r \) of order \( k \). The Arnoldi algorithm finds a set of vectors \( v_1, v_2, ..., v_k \) with length one, which are orthogonal to each other and form the basis for the given Krylov subspace:

\[ V^TV = I \]

\[ \text{span}\{v_1, v_2, ..., v_k\} = \mathcal{K}_r \]  

(16)

It is an iterative procedure, as in each step one more vector, orthogonal to all other previous vectors, is constructed and normalized.

The algorithm further generates an upper Hessenberg matrix \( H_k \in \mathbb{R}^{k \times k} \), which is related to the original system matrix \( A \) as:

\[ V^T \cdot A \cdot V = H_k \]  

(17)

and can be interpreted as the matrix of the reduced system (e. g. the \( A_r \) in Figure 8). It can be easily proven [10] that such reduced system will match the first \( k \) moments of the original system (9).

4.3 Two-sided Arnoldi Algorithm

If the matrices \( V \) and \( W \) are computed as in (16) to be the orthonormal bases for the input, respectively output Krylov subspaces and are both used for the projection of the original system (as schematically represented in Figure 8), the method is called two-sided Arnoldi [11].

It yields better accuracy than the one-sided Arnoldi process, due to the fact that it matches \( 2k \) moments. Simultaneously the algorithm is
simpler and more stable than the alternative two-sided Krylov methods [12].

### 4.4 Block Arnoldi Algorithm

Block Arnoldi method is the extension of Arnoldi process for Multiple-Input-Multiple-Output (MIMO) systems. The algorithm implements the so called deflation, which is removing of linearly dependent vectors from $V$.

The deflation is controlled by checking whether the norm of each newly constructed vector is different from zero, after its orthogonalization.

### 4.5 Block Second Order Arnoldi Algorithm (SOAR)

The block SOAR method is basically an extension of the block Arnoldi method to second order systems. It employs the second order Krylov subspaces (corresponding to system (7)), defined in [12]:

\[
\begin{align*}
\mathcal{K}_r(-K^{-1}E, -K^{-1}M, -K^{-1}F) \\
\mathcal{K}_l(-K^{-T}E^T, -K^{-T}M^T, -K^{-T}C^T)
\end{align*}
\]

where $\mathcal{K}_r$ is the right/input-sided and $\mathcal{K}_l$ is the left/output-sided second order Krylov subspace of order $n$.

If the columns of $V$ form a basis for the input second order Krylov subspace, then the first $k$ moments of the original and reduced models match [12], provided the reduced model is gained from (7) by projection analog to those schematically represented in Figure 8 and by setting e.g. $W = V$. The method is called one-sided block SOAR method.

If the columns of $V$ and $W$ form bases for the second order input and output Krylov subspaces, respectively, $2k$ moments of the original and reduced order systems match [12], provided the reduced model is gained from (7) by projection analog to those schematically represented in Figure 8. The reduction procedure is called two-sided block SOAR method.

The following results presented in section 5 are gained by using the one-sided and two-sided block SOAR methods respectively.

### 5. Simulation Results

Simulation experiments were conducted to evaluate the reference model in [9]. The reduced models stemming from the different SOAR methods (one-sided and two-sided) were compared to the full model. Finally a system-level simulation was performed with the purpose of characterizing a complete WPT system.

#### 5.1 Sensitivity Analysis: 3D and 2D Comsol Models versus Reference Model

A model that was implemented in Ansys® Maxwell [10], was selected as a reference. It was used to validate the results of the 3D model (from Figure 7), as well as two additional 2D axisymmetric COMSOL models.

The first 2D model implements disc coils, considered as a bundle of stranded wires and modelled as multi-turn coils (see Figure 9).

![Figure 9. 2D axis-symmetric pair of disc coils. Left: spatial discretization, right: geometry](image)

The second 2D model implements windings turns represented as concentric rings (see Figure 10).

![Figure 10. 2D axis-symmetric concentric windings. Left: spatial discretization, right: geometry](image)

In each model, the vertical distance between coils was varied between 25 mm and 250 mm. This analysis was automated from Matlab™ by using a script. The operational frequency was set to 150 kHz.
As observed in Figure 11, the relative error for self-inductance does not exceed the threshold of 1.25% for all models with regard to the reference model.

Figure 11. Self-inductance and relative error for different models, as vertical distance between coils was changed in the range of 25-250 mm.

The impact of misalignment on the mutual inductance was also evaluated. The error between models was lower than 4%, as shown in figure 12.

Figure 12. Mutual-inductance and relative error as vertical distance between coils was changed in the range of 25-250 mm.

5.2 Sensitivity Analysis of Reduced Models with Different Orders

The analysis was focused on comparing the accuracy of the implemented block SOAR algorithms versus the original full model. Reliability and accuracy of the algorithms were of outmost importance, as the reduced models were created with only a small number of moments (DOFs).

5.2.1. Input-sided Block SOAR Reduced Models

From the analysis of the coil’s resistance in Figure 13, it can be observed that all reduced models with more than 4 moments are accurate. The maximal relative error was lower than 2.5% for the reduced model with 7 moments.

Note, that the relative error for each reduced model is minimal in the vicinity of 1kHz, which was chosen the expansion point for the Taylor series of transfer functions.

Figure 13. Sensitivity analysis for input-sided block SOAR reduced models with different number of moments; coil resistance (above) and relative error (below).

5.2.2. Output-sided Block SOAR Reduced Models

Models that are created by using output-sided SOAR show better accuracy than those constituted by input-sided SOAR algorithm, as shown in Figure 14. The model with 4 moments has the maximum relative error of 25%. The model using 7 moments exhibits negligible error over the whole frequency range.

Figure 14. Sensitivity analysis for output-sided block SOAR reduced models with different number of moments; coil resistance (above) and relative error (below).
5.2.3. Two-Sided Block SOAR Reduced Models

As expected, models reduced by two-sided block SOAR are more accurate than those reduced by one-sided methods. The maximum relative error of reduction amounts to solely 5·10⁻³% (see Figure 15).

5.3 Power Efficiency Analysis

As a final step, power efficiency analysis was conducted on the reduced order models. For this purpose, the reduced models were exported to VHDL format and imported into ANSYS Simplorer® as 2-port networks (see Figure 16).

Apart from the voltage source E, each coil is connected to a serial capacitance CS and CL, and RL is the load resistance.

The voltage over the load resistor is shown in Figure 17, where frequency splitting around the operating frequency, 150 kHz is observed. The frequency splitting matches the analytically calculated values listed in Table 1.

Figure 18 depicts the power efficiency with its maximum within the frequency splitting range. As power efficiency is directly dependent on the coupling coefficient $k$, the bandwidth is affected when the vertical distance is increased.

Table 1. Approximated calculated range of frequency splitting for horizontal displacements.

<table>
<thead>
<tr>
<th>Horizontal displacement [mm]</th>
<th>$f_0/\sqrt{1+k}$ [kHz]</th>
<th>$f_0/\sqrt{1-k}$ [kHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>132.34</td>
<td>177.36</td>
</tr>
<tr>
<td>50</td>
<td>134.50</td>
<td>172.49</td>
</tr>
<tr>
<td>100</td>
<td>140.02</td>
<td>162.46</td>
</tr>
<tr>
<td>150</td>
<td>146.44</td>
<td>153.83</td>
</tr>
</tbody>
</table>
6. Conclusions and Outlook

Several models of the WPT coil setup were created in COMSOL® based on the geometry suggested in [10]. The results for self- and mutual-inductance matched the reference model within 1.4 % and 4 %.

For creating reduced order models, the following block SOAR reduction algorithms (see chapter 4.5) were implemented and tested: input-sided, output-sided and two-sided. As expected, the two-sided algorithm yielded more accurate reduced order models than the one-sided algorithms.

Furthermore, reduced order models of very small size (between 4 and 7 second order ordinary differential equations) showed the same response as a full 3D model with more than 130 000 DOFs.

The effect of frequency splitting was analyzed analytically by calculating approximated values for the mutual inductance maxima. Those values were similar to the results obtained in ANSYS Simplorer®. Moreover, a continuous maximum in power transfer efficiency over the frequency splitting range was observed.

The next step would be to study the mathematical methods of parametric model order reduction [13] for their applicability to construct the reduced models in which the coil distance would be preserved as parameter [14], which would enable fast design optimization of WPT systems.
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